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Instructions: Do any 3 of the 4 problems in this part of the exam. Show all of your work
clearly. Please indicate which of the 4 problems you are skipping.

Problem 1. Let f be a 27-periodic function.

(a) Sketch a proof of the following: If f is a piecewise C (i.e., can have jumps), and if
Sy = 22;7 N €% is the N t partial sum of the Fourier series for f, then, for every

z e R,
f)+f=")

hm Sn{z) = 5

(b) Show that if f is CV), then the convergence is uniform.

Problem 2. Consider the boundary value problem
u” = f, u(0) ~'(0) =0, u{l) +u'(1) = 0. (2.1)
(a) Find the Green’s function, G(z,y), for (2.1).
(b) Show that Gf(z) = fol G(z,y)f(y)dy is compact and self adj'oint on L2[0,1].

(c) State the spectral theorem for compact, self-adjoint operators. Use it to show that
the (normalized) eigenfunctions of the eigenvalue problem w” 4+ Au = 0, u(0) — +/(0) =
0, u(1) + v'(1) = 0 form a complete orthonormal set in L*(0,1]. (Hint: How are the
eigenfunctions of G related to those of v” + Au = 0, u(0) —4'(0) = 0, u(1)+'(1) = 0?)

Problem 3. Let k(z,y) = z*y®, Ku(z) = f{) z,y)u(y)dy, and Lu = u — AKw.
(a) Show that L has closed range.

(b) Determine the values of A for which Lu = f has a solution for all f. Selve Lu = f for
these values of A.

(¢) For the remaining values of A, find a condition on f that guarantees a solution to
L = f exists. When f satisfies this condition, solve Lu = f.




| Problem 4. Let p € C®[0,1], and q,w € C[0,1], with p,q,w > 0. Consider the Sturm-
| Liouville (SL) eigenvalue problem, (p¢') — q¢ + dw¢ = 0, subject to ¢(0) = 0 and either (A)
4 $(1) = 0 or (B) ¢'(1) +¢(1) = 0. In addition, for ¢ € CD[0,1], let D[#] := [ (pp? +q¢p*)dz

and H(g| == [ wp?dz.

(a} Show that minimizing the functional D{¢|, subject to the constraint H[¢] = 1 and
boundary conditions ¢(0) = ¢(1) = 0, yields the SL problem (A).

(b) State the variational problem that will yield the SL problem (B). Verify that your
answer is correct by calculating the variational (Fréchet) derivative and setting it equal
to 0.

(c) State the Courant MINIMAX Principle. (Eigenvalues increase: A; << A < Az---.) Use
it to show that the n'* eigenvalue of the SL problem (A) is larger than or equal to the
nt* eigenvalue of the SL problem (B).
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Problem 1. Let K = [0,1]? be the unit square and denote by ¢;, i = 1,...,4, its vertices and by a;,

i=1,.,4, the midpoints of its sides. Set P == Q' = {p(z,y) = (az + B)(cy +d) : a,b,¢c,d € R} be the
space of polynomial of degree at most 1 in each direction,

(1) For % := {o1,00,03,04}, where o;(p) = p(a;), ¢ = 1,...,4, show that the finite element triplet
(K, P, %) is unisolvent.
(2) For X = {&4,09,03,54}, where 7;{p) = p{a;), 1 = 1,...,4, show that the finite element triplet

(K, P,¥)} is not unisolvent,
Problem 2. TLet 2 C R™ be a bounded, convex polygonal domain. Let V := H}(f2) with inner product

and corresponding norm

()1 = D(w,v) +(w,v)  and  ull = (u,u))/?,

respectively, where

du 61)
= d d
{u,v) fﬂu'u 4 an D(u,v) ;[ o2, 393;
For any positive constant k, define on ¥V x V the form
ap(n,v) = D{u,v) — k(u,v),

{1) Show that there exists a kg > 0 such that ax(.,.) is continuous and coercive on V for k < ko.
(2) Let f & L%{£2). Show that for k& < kg there exists a unique function u € V such that

ap{u,v) = (f,v), Yo e V.
(3) Let Vi be a subspace of ¥V and h be a mesh parameter. The Galerkin approximation u, € ¥V
satisfies
ak(uh,vh) = (f,’Uh,), V’Uh eV,
Assume that Vp, has the following approximation propetty: There exists a constant C independent
of h such that for all v € H*(£2) there holds

inf v —wvsly < Chva,

vhEVA

where ||.]]2 is the natural norm on H*(). Prove Cea’s lemma in this context and deduce the
existence of a constant independent of A and « such that

lfu —unlis < Chljufs,

provided that u € H2(£1).

(4) Use a duality argument to derive an optimal Z2-norm estimate for the error using the previous
result. You can use without proof that there exists a constant C such that for any g € L2(£2), the
unique sohution w € V of

ar(w,v) = (g,v) YoeV
belongs to H2(£1) and
lwlz < Clglo.
Problem 3. Let £} be a bounded polygonal domain. Let 7" > 0 be a given firal time, f be a given real

valued function in C°(Q x [0,7]), and let uo be a given real valued function in H*(Q). Consider the

parabolic PDE
%";f(x, f) - Aulx,t) = f(x,8) in  Qx(0,T),
u(x,t}y =0 on a0 x (0,7),

u(x,0) = up(x) in Q.
1
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We focus on a second order semi-discretization in time. Accept as a fact that the above parabolic problem
has one and only one solution that is sufficiently smooth and satisfies for all v € H}((2)

/s; %{x, tu(x) dx + /I; Vui{x,t) - Vu(x) dx = fn_f(x, tiv(x) dx
and u(0,x) = up(x) a.e. in £

(1) Let N > 2 be an integer, set 7:=T/N, t, :=n7 for 0 <n < N, and

i
FrR) = g (O tnen) o+ £ )
Then, starting from «° = wup, consider the following problem: For each 1 < n < N, given

w1 ¢ HHQ) find w™ € H () satistying for any v € H(92)
1 u™(x) + v (x)

* @60 -t [ VEREE) v ax
= /ﬂf"‘”%x) v(x) dx.

Prove that the above problem has one and only one solution w™ € H}(f).
(2) Show that for any n = 1, ..., V there holds

o2& i
™32 + 5 ZT“V( )|E 2oy < ey + —29" S ol gy
[ =Y

L
where Cyq is the Poincaré constant.
(3) Show that for ail v € H}{Q)

i (x,8n) -+ ulx,th—1)

> [ (s tn) = w0 e+ [ v (Mt tbutmily. gy ax
= [ 570009 dxt | B0 0 i,

u+u

where

B0 = ) = st 0) - (Gr058) 1 Gt ).

{4) Use the Taylor expansion formula .
$(6) = (@) + @) (s— ) + 37 @ - + 5 [ (=P W

and similar formula for the derivative to deduce the following bound for En—1/2

2
1 sort [ 12

dzdt,
where (' is a constant independent of N and u.
(5) Denote the errors by e™(x) = u(.,,&,) —u™(.), n = 1,..., N, and prove using the results oblained
in the previous steps that there exists a constant C independent of N and u such that

1 + 12 T 2 1/2
2 e™ e’ 9
(12211_2N He““m(n} + ‘2- Z ’T“v( )lEL'Z(n)) < Cr (/{)‘ /ﬂ dmdt) R

n=1
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