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$\mathbf{y}: \quad$ measurement vector in $\mathbb{K}^{m}$ with $m \ll N$,
$s:$ sparsity of $\mathbf{x}=\operatorname{card}\left\{j \in\{1, \ldots, N\}: x_{j} \neq 0\right\}$.
Find concrete sensing/recovery protocols, i.e., find

- measurement matrices $A: \mathbf{x} \in \mathbb{K}^{N} \mapsto \mathbf{y} \in \mathbb{K}^{m}$
- reconstruction maps $\Delta: \mathbf{y} \in \mathbb{K}^{m} \mapsto \mathbf{x} \in \mathbb{K}^{N}$
such that

$$
\Delta(A \mathbf{x})=\mathbf{x} \quad \text { for any } s \text {-sparse vector } \mathbf{x} \in \mathbb{K}^{N}
$$

In realistic situations, two issues to consider:

$$
\begin{array}{ll}
\text { Stability: } & \mathbf{x} \text { not sparse but compressible, } \\
\text { Robustness: } & \text { measurement error in } \mathbf{y}=A \mathbf{x}+\mathbf{e} .
\end{array}
$$
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Figure: Left: traditional MRI reconstruction; Right: compressive sensing reconstruction (courtesy of M. Lustig and S. Vasanawala)
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- $\mathbf{x} \in \mathbb{R}^{N}(N=273,727)$ : concentrations of known bacteria in a given environmental sample. Sparsity assumption is realistic. Note also that $\mathbf{x} \geq \mathbf{0}$ and $\sum_{j} x_{j}=1$.
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- $\mathbf{A} \in \mathbb{R}^{m \times N}$ : frequencies of length- 6 subwords in all known (i.e., sequenced) bacteria. It is a frequency matrix, that is,

$$
A_{i, j} \geq 0 \quad \text { and } \quad \sum_{i=1}^{m} A_{i, j}=1
$$

- Quikr improves on traditional read-by-read methods, especially in terms of speed.
- Codes available at sourceforge.net/projects/quikr/ sourceforge.net/projects/wgsquikr/
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Given $A \in \mathbb{K}^{m \times N}$, the following are equivalent:

1. Every $s$-sparse $\mathbf{x}$ is the unique $s$-sparse solution of $A \mathbf{z}=A \mathbf{x}$,
2. $\operatorname{ker} A \cap\left\{\mathbf{z} \in \mathbb{K}^{N}:\|\mathbf{z}\|_{0} \leq 2 s\right\}=\{\mathbf{0}\}$,
3. For any $S \subset[N]$ with $\operatorname{card}(S) \leq 2 s$, the matrix $A_{S}$ is injective,
4. Every set of $2 s$ columns of $A$ is linearly independent.

As a consequence, exact recovery of every $s$-sparse vector forces

$$
m \geq 2 s
$$

This can be achieved using partial Vandermonde matrices.
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- In the real setting, recast as the linear optimization program

$$
\underset{\mathbf{c}, \mathbf{z} \in \mathbb{R}^{N}}{\operatorname{minimize}} \sum_{j=1}^{N} c_{j} \quad \text { subject to } A \mathbf{z}=\mathbf{y} \text { and }-c_{j} \leq z_{j} \leq c_{j} .
$$

- In the complex setting, recast as a second order cone program
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Real and complex NSPs are in fact equivalent.
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- Every vector $\mathbf{x}_{\neq 0}$ supported on $S, \operatorname{card}(S)=s$, is recovered from $\mathbf{y}=A \mathbf{x}$ after at most $s$ iterations of OMP if and only if $A_{S}$ is injective and
(ERC)

$$
\max _{j \in S}\left|\left(A^{*} \mathbf{r}\right)_{j}\right|>\max _{\ell \in \bar{S}}\left|\left(A^{*} \mathbf{r}\right)_{\ell}\right|
$$

for all $\mathbf{r}_{\neq \mathbf{0}} \in\{A \mathbf{z}, \operatorname{supp}(\mathbf{z}) \subseteq S\}$.
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