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$$
\mu \geq \sqrt{\frac{N-m}{m(N-1)}}
$$

- Welch bound achieved at and only at equiangular tight frames.
- Deterministic matrices with coherence $\mu \leq c / \sqrt{m}$ exist.
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- In fact, the Exact Recovery Condition can be rephrased as

$$
\left\|A_{S}^{\dagger} A_{\bar{S}}\right\|_{1 \rightarrow 1}<1
$$

and this implies the Null Space Property.
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The coherence conditions for $s$-sparse recovery are of the type

$$
\mu \leq \frac{c}{s},
$$

while the Welch bound (for $N \geq 2 m$, say) reads

$$
\mu \geq \frac{c}{\sqrt{m}}
$$

Therefore, arguments based on coherence necessitate

$$
m \geq c s^{2}
$$

This is far from the ideal linear scaling of $m$ in $s \ldots$
We now introduce new tools to break this quadratic barrier.
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In fact, $\delta_{s} \leq \delta_{*}$ imposes $m \geq \frac{c}{\delta_{*}^{2}} s$.
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Note that $\rho:=\delta_{2 s} /\left(1-\delta_{2 s}\right)<1 / 2$ whenever $\delta_{2 s}<1 / 3$.
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Taking $\mathbf{x}=\mathbf{v} \in \mathbb{C}^{N}, \mathbf{e}=-A \mathbf{v} \in \mathbb{C}^{m}$, and $\eta=\|A \mathbf{v}\|_{2}$ gives

$$
\|\mathbf{v}\|_{p} \leq \frac{C}{s^{1-1 / p}}\left\|\mathbf{v}_{\bar{s}}\right\|_{1}+D s^{1 / p-1 / 2}\|A \mathbf{v}\|_{2}
$$

for all $S \subseteq[N]$ with $\operatorname{card}(S)=s$.
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- $\ell_{2}$-RNSP (wrto $\|\cdot\|_{2}$ ) holds when $\delta_{2 s}<1 / \sqrt{2}$.
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- For HTP, (pseudo)robustness is achieved in $\leq c s$ iterations.
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- Suppose that $\delta_{13 s}<1 / 6$. Then $s$-sparse recovery via $12 s$ iterations of OMP is stable and robust.
- Challenge: natural proof of OMP success in $c s$ iterations?

